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Abstract— Farmers experience great difficulties and also in 

changing from one disease control policy to another. 

Relying on pure naked-eye observation to detect and 

classify diseases can be expensive. The color and texture 

features are used to recognize and classify different 

agriculture/horticulture produce into normal and affected 

using neural network classifier. The combination of 

features proved to be very effective. The experimental 

results indicate that proposed approach significantly 

supports accuracy in automatic detection of normal and 

affected produce. 
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I. INTRODUCTION 

     Plant disease diagnosis is an art as well as science. 

The diagnostic process (i.e. recognition of symptoms 

and signs), is inherently visual and requires intuitive 

judgment as well as the use of scientific methods. 

Photographic images of symptoms and signs of plant’s 

diseases used extensively to enhance description of plant 

diseases are invaluable in research, teaching and 

diagnostics etc. Plant pathologists can incorporate these 

digital images using digital image transfer tools in 

diagnosis of plant diseases. Farmers are very much 

concerned about the huge costs involved in these 

activities.  Automatic identification and classification of 

diseases based on their particular symptoms are very 

useful to farmers and also agriculture scientists. Early 

detection of diseases is a major challenge in 

horticulture/agriculture science.  

    The development of proper methodology, certainly 

of use in these areas. Many diseases produce symptoms, 

which are the main indicators in field diagnosis. As 

such, several safe practices, the production and 

processing of plants have been made in the recent past. 

One of the main concerns of Scientists are the automatic 

disease diagnosis and  

 

control. Samples of normal and affected images 

agriculture/horticulture produce are shown in Fig 1. 

 

             
normal   banana                          affected banana 

 

              
normal    chilli                          affected chilli 

 

               
normal   tomato                        affected tomato 

Fig 1: Samples of normal and affected images 

Agriculture/horticulture produce 

     Plant diseases have turned into a dilemma as it can 

cause significant reduction in both quality and quantity 

of agricultural products [10]. The naked eye observation 

of experts is the main approach adopted in practice for 

detection and identification of plant diseases [10].  

     However, this requires continuous monitoring of 

experts which might be prohibitively expensive in large 

farms.  Further, in some developing countries, farmers 

may have to go long distances to contact experts, this 

makes consulting experts too expensive and time 

consuming [8, 6, 7].   Automatic detection of plant 

diseases is an essential as it may prove  benefits  in 

monitoring large fields of  crops, and thus automatically 

detect the symptoms of diseases  as soon as they appear 

on plant    [5, 9,  7]. Therefore, looking for fast, 
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automatic, less expensive and accurate method to detect 

plant disease cases is of great realistic significance [8, 

6]. Early detection will help farmers to avoid huge loss. 

Technology support would help them in this aspect by 

cutting on cost of pesticides. 

     Machine learning based detection and recognition 

of plant diseases can provide clues to identify and treat 

the diseases in its early stages [7, 9]. Comparatively, 

visually identifying is of great realistic significance plant 

diseases are expensive, inefficient, and difficult. Also, it 

requires the expertise of trained botanist. 

     The present work has considered images of plants. 

The images of different classes are subjected to pre-

processing feature extraction using color and texture and 

classified using neural network. A color and texture 

features based recognition is found in [1] [4] [3] [2].The 

extracted features are finally subjected to classifier to 

detect normal and affected produce. The paper is 

organized into four sections. Section two gives details of 

the proposed methodology. The results and discussions   

are given in section three. Section four   gives 

conclusions of the work. 

II. PROPOSED METHODOLOGY 

Figure 2 depicts the stages in the proposed methodology.   

 

 

 

 

 

 

 

 

 

 

Fig 2: Stages in proposed methodology 

The steps involved in recognition and 

classification are image acquisition, pre-processing, 

feature extraction and classification. 

A. Image Acquisition 

     The different types of commercial crops, food 

grain, fruits and cereals samples both healthy and 

unaffected agriculture/horticulture produce used in the 

present work are collected using a digital camera. 

B. Pre-processing 

      Usually the images that are obtained during image 

acquisition may not be suitable straight for identification 

and classification purposes because of certain factors, 

such as noise, lighting variations, climatic conditions, 

poor resolutions of an images, unwanted background 

etc. We wish to adopt the established techniques and 

study their performance. 

C. Feature Extraction 

      Certain produce are easily identified by simply 

color, for example, jowar and ground nut, pomegranate 

and mango etc and color becomes the discriminating 

feature. We have considered color as one of the features 

in this work. Some agriculture/horticulture produce have 

overlapping colors, for example, wheat and ground nut, 

mango and orange etc. When we consider the bulk 

samples of such grains or fruits, the surface patterns 

vary from produce to produce. In such cases, the texture 

becomes ideal for recognition. Hence, we have obtained 

color and textural features of the image samples to 

recognize and classify into affected and normal 

Agriculture/horticulture produce.    

1) Color feature extraction:  

The values of RGB color components are in the range 

[0, 1] and Hue (H), Saturation (S) and Intensity (I) 

components are extracted from these RGB components. 

The equations (1), (2) and (3) are used to evaluate H, S 

and I components for a given image sample.  

 

                      (1) 

 

                         (2) 

                                      (3) 

The color images are recognized by quantifying 

the distribution of color throughout the image, change in 

the color with reference to average/ mean and difference 

between the highest and the lowest color values.  

This quantification is obtained by computing 

mean, variance and range for a given color image. Since 

these features represent global characteristics for an 

image, we have adopted mean, variance and range color 

features in this work. The equations (4), (5) and (6) are 

used to evaluate mean, variance and range of the image 

samples.  

The procedure adopted in obtaining the color 

features is given in Algorithm 1. 

 

                  (4) 

                     (5) 

Image acquisition 

 

Pre-processing 

 

Feature extraction  

 

Classification based on 

classifier 
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           (6) 

Algorithm 1: Color Feature Extraction 

Start 

Step 1: Separate the RGB components from the original 

24-bit input color image. 

Step2: Obtain the HSI components from RGB 

components using the equations 

(1) Thru (3). 

Step 3: Compute mean, variance, and range for each 

RGB and HSI components using the equations (4) thru 

(6). 

Stop. 

2) Texture Feature Extraction:  

The produce like wheat and groundnut are similar 

in color but exhibit different textures. This motivated us 

to adopt texture features in this work. We have adopted 

co-occurrence matrix to obtain textural features. The co-

occurrence matrix method of texture description is based 

on the repeated occurrence of gray level configuration in 

the texture. This configuration varies rapidly with 

distance in fine textures and slowly in coarse textures. 

An occurrence of a gray level configuration is described 

by a matrix of relative frequencies Pφ, d(x, y), giving 

how frequently two pixels with gray levels x, y appear in 

the window separated by a distance d in direction φ.  

The whole procedure of computing the co- occurrence 

matrix is given in the form of Algorithm 2. 

Algorithm 2: Development of Co-Occurrence Matrix 

from the Image f(x, y). 

Start 

Step 1: Assign Pφ, d(x, y) =0 for all x, y belonging to [0, 

L], where L is the maximum gray level. 

Step 2: For all pixels (x1, y1) in the image, determine 

(x2, y2) which is at a distance d in direction φ and 

perform. 

Stop. 

The procedure adopted in obtaining the textural features 

is given in Algorithm 4.The equations (4) thru (11) are 

being used in the Algorithm 3. 

 

                                 (7) 

                      (8) 

                      (9) 
 

            (10) 

            (11) 
 

Where,    μ x, μ y are means and σ x, σ y are standard 

deviations defined by, 

 

 

Algorithm 3:  Textural Feature Extraction 

Start 

Step 1:  For all the separated RGB components, derive 

the Co-occurrence      Matrices Pφ, d(x, y)   for four 

direction (φ= 0
0
, 45

0
,90

0
 and 135

0
) and d=1 

Step 2: Co-occurrence features namely, mean, variance, 

range, are calculated using equations (4) to (6). 

Step 3: Another set of co-occurrence features like 

Energy, Maximum Probability, Contrast, Inverse 

Difference Moment and Correlation are calculated using 

equations (7) thru (11). 

Stop. 

3) Artificial Neural Network Based Classifier:  

We have used a multilayered back propagation neural 

network (BPNN) as a classifier of different produce and 

in automatic detection of disease. The number of 

neurons in the input layer corresponds to the number of 

input features and the number of neurons in the output 

layer corresponds to the number of classes.  The 

classifier is trained, validated and tested using images of 

different agriculture/horticulture produce. 

The procedure adopted in classification is given in 

Algorithm 4. 

Algorithm 4: BPNN Classifier. 

Start 

Step 1: Accept images of the agriculture/horticulture 

produce. 

Step 2: Extract different color and texture features 
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Step 3: Train the BPNN with extracted features 

Step   4: Accept test images and perform 

Step 2 

Step 5: Recognize and classify the produce images using 

BPNN classifier. 

Stop. 

III. RESULTS AND DISCUSSIONS 

The MATLAB 7.0 with artificial neural network tool 

box is used to implement the developed algorithms.  We 

have considered 10 images, both normal and affected of 

each crop types amounting of 200 image samples which 

includes 4 major class of agriculture/horticulture 

produce consisting of fruits: apple, pomegranate, 

banana, grapes, vegetables: tomato, potato, cereals: 

jowar, wheat, rice, commercial crops: sugarcane, chilli, 

bengalgram, soybean, kidney bean, menthe, alsandi. 

First the samples are acquired then color and textures 

features are applied to extract useful features that are 

necessary for discriminating normal and affected image 

samples using neural network classifier. The number of 

samples both affected and normal used for training is 

100 and testing is 100. 

1) Color based Recognition and Classification normal 

and affected Agriculture/Horticulture produce:  

The color features are extracted using Algorithm 1. 

The number of input nodes is 18 and the number of 

output nodes is 38, in case of color features based 

recognition and classification for affected and normal 

produce like fruits, cereals, vegetables, commercial 

crops. The classification accuracies of image samples of 

different agriculture/horticulture into normal and 

affected produce are shown in Fig 3. 

 

 
Fig 3: Classification accuracy for normal and affected 

Produce based on color feature 

The highest recognition and classification accuracy 

is 85% for affected vegetables and 80% for normal 

vegetables. The overall classification accuracy is 80% 

2) Textures based Recognition and Classification 

normal and affected Agriculture/Horticulture 

produce: 

 The texture features are extracted using Algorithm 

2&3. The number of input nodes is 24 and the number 

of output nodes is 38, in case of color features based 

recognition and classification for affected and normal 

crops like fruits, cereals, vegetables, commercial crops. 

The classification accuracies of image samples of 

different agriculture/horticulture produce into normal 

and affected are shown in Fig 4. 

 
Fig 4: Classification accuracy for affected and normal 

 

The highest recognition and classification accuracy is 

88% for affected vegetables and 80% for normal 

commercial crops. The overall classification accuracy is 

78% 

3) Combined Color and CM Texture based Recognition 

and Classification of normal  and affected 

Agriculture/Horticulture produce    Features :  

In order to take advantage of both color and CM 

features, 18 color and 24 CM features are combined and 

input to the BPNN classifier to test the accuracy of 

classification. The combined color and texture features 

are extracted using Algorithm 1, 2, 3 & 4. The number 

of input nodes is 42 and the number of output nodes is 

38, in case of combined color and texture features based 

recognition and classification for normal and affected 

agriculture/horticulture crops. The classification 

accuracies of image samples of different 

agriculture/horticulture produce into normal and affected 

are shown in Fig 5. 
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Fig 5: Classification accuracy for normal and affected produce based 

on combine color and texture features 

The highest recognition and classification accuracy 

is 86% affected cereals and 80% for vegetables. The 

overall classification accuracy is 84%. 

IV. CONCLUSIONS 

An ANN based classifier is adopted which uses the 

combination of color and texture features to recognize 

and classify different agriculture/horticulture produce. 

These features have given different accuracies in 

isolation for varieties of produce .The results are 

encouraging and promise the development of a good 

machine vision system in the area of recognition and 

classification of agriculture/horticulture produce. The 

proposed approach can significantly support in 

recognizing normal and affected produce. 
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